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Introdution



Motivation

Stati index pruning:

{ Redue the index size by removing its entries.

{ Improve disk usage and query throughput.

Also a model indution problem.

{ Goal: Indue a pruned index (a subset of the original one).

{ But the preditive power varies for every possible hoie.

How do we �nd the best pruned model?
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Priniple of Minimum Cross-Entropy

Suppose one has some initial hypothesis about a system and seeks

to update this measurement inrementally. Kullbak

1

suggested

hoosing a measure q that most losely resembles the previous

measurement p in the sense of Kullbak-Leibler divergene.

(Given a prior measure p and a set of feasible measures F)

minimize D(qjjp)

subjet to q 2 F :

(1)

So, let us write stati index pruning in this form and solve this

problem. Are we done yet?

1

Kullbak. (1959). Information Theory and Statistis.

4



Result 1: Redisovery of Uniform Pruning

Analytially solving this problem is hard beause that involves

ombinatorial optimization. Derivation is ompliated and triky.

We used weak inferene tehniques and surrogate modeling to

takle this beast.

End result (alled uniform pruning):

maximize

X

t;d

I

t;d

p(tjd); (2)

where I

t;d

is an indiator (1 = keep this entry, 0 = lose it).

But, uniform pruning is not a new invention.
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Result 2: Uniform Pruning is State of the Art

A very short history of uniform pruning:

{ First appearane in 2001: as a baseline method for TCP

1

.

{ Seond in 2013: this paper.

What happened?

{ Lak of experimental ontrol (on prune ratio.)

{ Then we ould not employ any form of signi�ane tests.

Within a revised experimental design, our result suggests that

uniform pruning is state of the art.

1

Carmel et al. (2001). \Stati index pruning for information retrieval systems". SIGIR '01.
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Uniform Pruning

So, what is uniform pruning anyway?

Require: �

1: for all t 2 T and d 2 postings(t) do

2: Compute A(t; d) = sore(t; d)

3: if A(t; d) < � then

4: Remove d from postings(t)

5: end if

6: end for

The funtion sore(t; d) is usually alled impat. It is the partial

ontribution of the retrieval sore from term t to doument d.
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Related Work

Stati index pruning:

Impat

1,2

, (term) informativeness and disriminative value

3

,

(doument) entropy

4

, probability ranking priniple

5

, two-

sample two-proportion (2P2N)

6

, information preservation

7

,

query-view-based approah

8

.

1

Carmel et al. (2001). \Stati index pruning for information retrieval systems". SIGIR '01.

2

B�utther and Clarke. (2006). \A doument-entri approah to stati index pruning in text retrieval systems". CIKM '06.

3

Blano and Barreiro. (2007). \Stati Pruning of Terms in Inverted Files". Leture Notes in Computer Siene.

4

Zheng and Cox. (2009). \Entropy-Based Stati Index Pruning". Leture Notes in Computer Siene.

5

Blano and Barreiro. (2010). \Probabilisti stati pruning of inverted �les". ACM Transations on Information Systems.

6

Thota and Carterette. (2011). \Within-Doument Term-Based Index Pruning with Statistial Hypothesis Testing". Leture Notes in

Computer Siene.

7

Chen et al. (2012). \Information preservation in stati index pruning". CIKM '12.

8

Altingovde et al. (2012). \Stati index pruning in web searh engines: Combining term and doument popularities with query views".

ACM Transations on Information Systems.
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Minimum Cross-Entropy and

Stati Index Pruning



Basis

An index entry (or posting) is of the form:

(t; d; n);

where t 2 T , d 2 D, and n 2 N

+

( positive integers). It means

term t appears n times in doument d.

An inverted index is a probabilisti model:

p(DjT ; �);

where � is a set of index entries. It is nonparametri.
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Problem De�nition

Given a full index �

0

, indue a pruned model � suh that:

(1) � � �

0

;

(2) j�j=j�

0

j = 1� �; for some 0 < � < 1:

An impliit objetive is to minimize performane loss. Write

as a onstrained optimization problem (the hypothetial g(�)

omputes retrieval performane):

maximize g(�)

subjet to � � �

0

j�j=j�

0

j reahes 1� �.

(3)
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Priniple of Minimum Cross-Entropy

Use the negative KL divergene in plae of g(�). (Many tools in

model indution an apply!)

minimize D(�jj�

0

)

subjet to � � �

0

j�j=j�

0

j reahes 1� �.

(4)

Write out the objetive in full:

D(�jj�

0

) � D(p(DjT )jjp

0

(DjT ))

�

X

t;d

p(d; t) log

p(djt)

p

0

(djt)

:

(5)

12



Assumptions

Assumption 1 (Query Model).

p(d; t) =

index

z }| {

p(djt)

query

z}|{

q(t) ;

p

0

(d; t) = p

0

(djt) q(t):

Assumption 2 (Normalization Fator). Let I

t;d

be an indiator

for whether index entry (t; d; n) is retained in the indued

model. Then we write the (indued) likelihood as:

p(tjd) � I

t;d

p

0

(tjd)=Z

d

;

where Z

d

is the normalization fator for doument d.

Key step: Let Z

d

be a positive onstant for all d 2 D.
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Analysis

Use Assumption 1 to disset the joint distribution p(d; t). Apply

Bayes Theorem to p(djt) and p

0

(djt). Now, with uniform p(d)

and p

0

(d), we have:

X

t

p(t)

X

d

p(tjd)

P

d

0

p(tjd

0

)

log

p(tjd)

p

0

(tjd)

P

d

0

p

0

(tjd

0

)

P

d

0

p(tjd

0

)

: (6)

Replae p(tjd) using the de�nition in Assumption 2. Note that

all the normalization fators (= k) all anel out.

X

t

p(t)

X

d

I

t;d

p

0

(tjd)

P

d

0

I

t;d

0

p

0

(tjd

0

)

log I

t;d

P

d

0

p

0

(tjd

0

)

P

d

0

I

t;d

0

p

0

(tjd

0

)

: (7)
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Analysis (Cont'd)

Organize by dividing the support of the inner summation:

X

t

p(t)

X

d:I

t;d

=1

p

0

(tjd)

P

d

0

I

t;d

0

p

0

(tjd

0

)

log

P

d

0

p

0

(tjd

0

)

P

d

0

I

t;d

0

p

0

(tjd

0

)

: (8)

The innermost logarithm does not depend on d anymore. Moving

it out of the summation, we �nd the summation anels out:

X

t

p(t) log

P

d

0

p

0

(tjd

0

)

P

d

0

I

t;d

0

p

0

(tjd

0

)

: (9)

When minimizing this equation, we an get rid of the numerator,

i.e.,

P

d

0

p

0

(tjd

0

), in the logarithm beause it does not depend

any ombinatorial hoie we make.
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Surrogate Modeling

The end result is a onvex integer program. But solving it exatly

is not possible (i.e., too many index entries).

maximize

P

t

p

0

(t) log

P

d

I

t;d

p

0

(tjd)

subjet to I

t;d

is binary, for all (t; d; �) 2 �

0

;

P

t;d

I

t;d

= (1� �)j�

0

j.

(10)

Idea: Use Jensen's inequality to indue a surrogate objetive

funtion.
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Jensen's Inequality

For any onave funtion f , we have:

E f(X) � f(EX):

So, sit the original objetive at the left hand:

X

t

p

0

(t) log

X

d

I

t;d

p

0

(tjd) � log

X

t;d

I

t;d

p

0

(t)p

0

(tjd)

The resulting maximization problem is written equivalently as:

maximize

X

t;d

I

t;d

p

0

(t)p

0

(tjd): (11)
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Uniform Pruning

Keeping the top (1 � �)N term-doument entries aording to

weighted query likelihood, i.e., p(t)p(tjd), guarantees to maximize

the objetive.

maximize

P

t;d

I

t;d

p

0

(t)p

0

(tjd);

subjet to I

t;d

is binary, for all (t; d; �) 2 �

0

;

P

t;d

I

t;d

= (1� �)j�

0

j.

(12)

Thus far, we have redisovered uniform pruning :

{ The de�nition mathes Carmel et al. when p(t) is uniform.

{ Here, query likelihood loosely equals to impat.
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Algorithm

Require: �

1: for all t 2 T and d 2 postings(t) do

2: Compute A(t; d) using Equation (13)

3: if A(t; d) < � then

4: Remove d from postings(t)

5: end if

6: end for

Here:

A(t; d) =

�

p(tjd) for language models

sore(t; d) otherwise

: (13)
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Evaluation



Experimental Setup

Benhmark:

Colletion # Douments Query Topis

Disks 4 & 5 528k 401-450

WT2G 247k 401-450

WT10G 1692k 451-550

Tested two query types, title (t) and title+des (td). Use Indri

toolkit

1

, with porter stemmer and the standard 401 InQuery

stoplist. Use BM25 as the post-pruning retrieval method.

Proposed methods:

{ UP-bm25, UP-dir (� = 2500), and UP-jm (� = 0:6).

1

http://www.lemurprojet.org/indri.php
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Experimental Setup (Cont'd)

Baseline methods:

{ Top-k term-entri pruning, k = 10 with BM25 (TCP).

{ Probability ranking priniple, � = 0:6 (PRP):

p(rjt; d)

p(rjt; d)

�

p(tjD)p(rjD)

p(tjr)(1� p(rjD))

:

{ Information preservation, � = 0:6 with uniform doument

prior (IP-u):

�

p(tjd)

P

d

0

p(tjd

0

)

log

p(tjd)

P

d

0

p(tjd

0

)

:

Did not implement doument-length update.
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Prune Ratio

Comparisons are made only at 9 prune levels at � =

0:1; 0:2; : : : ; 0:9. Here, we detail two approahes for ontrolling

prune ratio.

{ Sample perentile: Take a sample of index entries and

alulate the prune sore. Use the perentile estimates

1

to

determine the right utting threshold.

{ Bisetion: Run a binary searh within the interval of feasible

parameter values [a; b℄.

We applied bisetion to TCP to learn �, and sample perentile

to the rest of methods. All the prune ratio error is ontrolled to

within �0:2%.

1

Hyndman and Fan. (1996). \Sample Quantiles in Statistial Pakages". The Amerian Statistiian.
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Design

Fixed-e�et, 4-way no interation, repeated measure design:

Y

i;j;k;l

= a

i

+ b

j

+ 

k

+ d

l

+ �

i;j;k;l

;

where Y

i;j;k;l

is the measured performane, a

i

, b

j

, 

k

, and d

l

are the four main e�ets (query type, prune ratio, method, and

topi), and �

i;j;k;l

is the error.

Easy to inorporate many data points. Robust to non-normality.

Proedures:

{ Condut the omnibus test.

{ If signi�ant, run post-ho tests on the method e�et.
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Analysis of Variane

Disks 4 & 5 WT2G WT10G

Resp. E�et DF F �

2

p

DF F �

2

p

DF F �

2

p

MAP QT F(1,5336) 74.10 .01 F(1,5336) 42.57 .01 F(1,10686) 192.25 .02

PR F(8,5336) 240.30 .26 F(8,5336) 306.17 .31 F(8,10686) 193.26 .13

M F(5,5336) 11.00 .01 F(5,5336) 40.20 .04 F(5,10686) 61.47 .03

T F(49,5336) 885.35 .89 F(49,5336) 335.89 .76 F(49,10686) 422.46 .80

P�10 QT F(1,5336) 66.16 .01 F(1,5336) 10.89 .00 F(1,10686) 622.34 .06

PR F(8,5336) 105.00 .14 F(8,5336) 133.98 .17 F(8,10686) 122.43 .08

M F(5,5336) 20.34 .02 F(5,5336) 44.06 .04 F(5,10686) 71.01 .03

T F(49,5336) 484.06 .82 F(49,5336) 296.88 .73 F(49,10686) 226.31 .68

The 4-way no-interation ANOVA result. Eah ell indiates a

ombination of performane measure (row) and test olletion

(olumn). For eah e�et, we report the degrees of freedom,

F-value, and the e�et size (measured using �

2

p

.)

Here, all the e�ets are signi�ant for p < 0:001 in every

ombination.
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Method E�et

Disks 4 & 5 WT2G WT10G

Method Mean Group Method Mean Group Method Mean Group

MAP UP-bm25 .204 a.. UP-dir .223 a... UP-dir .162 a..

UP-dir .200 a.. UP-bm25 .211 .b.. UP-bm25 .151 .b.

TCP .196 ab. TCP .204 .b.. TCP .148 .b.

UP-jm .191 .b UP-jm .192 ... UP-jm .145 .b.

PRP .187 .. IP-u .181 ...d IP-u .129 ..

IP-u .187 .. PRP .179 ...d PRP .127 ..

P�10 UP-dir .433 a.. UP-dir .404 a... UP-dir .286 a..

TCP .433 a.. TCP .385 ab.. TCP .268 .b.

UP-jm .424 a.. UP-jm .367 .b. UP-jm .265 .b.

UP-bm25 .417 a.. UP-bm25 .359 ... UP-bm25 .259 .b.

PRP .392 .b. IP-u .322 ...d IP-u .222 ..

IP-u .389 .b. PRP .319 ...d PRP .219 ..

The result of Tukey's HSD test on the method e�et. In eah

ombination, the pruning methods are sorted based on their

means and tested for group di�erene.

Common group labels means insigni�ant performane di�erene.
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Disussion

Impat is a good approximate to per-entry information.

{ Impat-sorted indexes with early termination heuristis

1

.

{ Impat-based dynami pruning

2

.

Why does Dirihlet smoothing work better?

1. BM25 might be a poor approximation to p(tjd).

2. Parameter optimization was laking.

No-depletion onstraint: \avoid draining any term posting list."

But does it matter pratially?

1

Anh et al. (2001). \Vetor-spae ranking with e�etive early termination". SIGIR '01.

2

Anh and Mo�at. (2006). \Pruned query evaluation using pre-omputed impats". SIGIR '06.

28



Conlusion

We proposed a model-based indution framework to stati index

pruning. Under suitable assumptions, we an write stati index

pruning as a onvex program. This program has a simple

surrogate model|uniform pruning.

We proposed a ontrolled experiment design for stati index

pruning.

Uniform pruning is state of the art.

{ Signi�antly superior than all the others in Web-sale settings

{ Robust to large prune ratio

{ EÆient

{ UP-dir retains � 85% of baseline performane at 80%
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Thanks for your attention

Any question?
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